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Abstract 
This paper is devoted to the new methods of organizing interactive museum exhibits by 

means of additive technologies, programmable microelectronics and multimedia. Traditional-
ly museum exhibition is distanced from the visitor appearing just as a visual image. But new 
trend is to let the visitor inside the exhibition, providing different forms of interactions. Mod-
ern museums constantly search for the new ways of presenting cultural and natural heritage 
taking into account that exhibitions should be at the same time scientifically accurate, attrac-
tive, memorable and, ideally, accessible for the wide audience including disabled people. In 
this regard, tangible user interfaces based on the Internet of Things and combined with the 
scientific visualization build up very promising set of technologies that brings to live cyber-
physical museum exhibits. These exhibits are an alloy of physical museum items with virtual 
multimedia content, providing the visitor a unique experience of interactivity. The key feature 
of cyber-physical exhibits is their tangibility, whereby they become accessible for visually im-
paired people and deliver much more information for the regular visitors.  

There are a lot of successful attempts to build cyber-physical exhibits within the museum 
space. However, there is a lack of methodological basis for this, as well as the lack of high-
level tools to seamlessly integrate related technologies into the existing museum infrastruc-
ture. In this paper we propose using ontology-driven adaptive multiplatform scientific visual-
ization system SciVi as a software basis for cyber-physical museum exhibits. This system was 
previously successfully used in solving problems related to steering hardware and software 
solvers in different application domains, monitoring lightweight robotics systems and sup-
porting custom hardware human-machine interfaces. So, it contains necessary mechanisms 
to adapt to the third-party digital infrastructure (including the museum one) and build all the 
required middleware and visualizers within it.  

We tested our approach by developing two cyber physical exhibits: tangible bonobo skull 
in the State Darwin Museum (Moscow) and tangible titanophone skulls in the Museum of 
Permian Antiquities (Perm). Bonobo exhibit appears to be a custom joystick in a form of cor-
responding skull to steer the Sketchfab-rendered 3D model of bonobo monkey head. Titano-
phone exhibit allows visitors to discover the age variability of titanophone synapsid in an in-
teractive way.  
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1. Introduction 
The idea of tangible user interfaces (TUI) was first introduced by Hiroshi Ishii in 

1997 [1]. Nowadays, with the rise of the Internet of Things (IoT) technologies [2], 
TUI experience the rebirth on the basis of modern programmable microelectronics. 
Alloy of TUI and IoT opens a gate for so-called cyber-physical systems (CPS) [3] –
 systems, where virtual and real worlds are tightly interconnected. Real and virtual 
objects in these systems complement each other: manipulations over real objects af-
fect virtual ones and vice versa. CPS is all about dissolving the border between the 
real world and cyberspace as much, as it is possible with the software and hardware 
means used. Ideally, this border should be imperceptible for the user. CPS enable so-
called Fourth Industrial Revolution [4] opening for the mankind new ways of hu-
man-machine interaction, and as the result, new horizons of digital technologies. 

One of the many practical uses of CPS are interactive exhibits in museums. Cur-
rently, the set of IoT-based technologies related to museums is combined into so-
called Smart Museum concept [5]. Smart Museum covers methods and means to 
monitor the visitors’ activity, implement the indoor navigation and compose the in-
teractive exhibitions. In this sense, building CPS with museum items and related dig-
ital content is a logical step in Smart Museum development. 

Organizing the museum space in the form of CPS can significantly increase the at-
tractiveness and memorability of the exposition, as well as provide visitors with a 
wide variety of information and, as a result, expand the museum’s potential as a sci-
entific, cultural and educational platform. However, the practical implementation of 
CPS within existing museums faces notable difficulties: 

1. Seamless integration with the existing digital infrastructure of the museum: 
new digital means (like IoT-based TUI or new multimedia content) should re-
use the software and hardware already installed in the museum. The digital 
infrastructure of the museum should be enriched by new technologies, not re-
placed in their favor. 

2. Lack of high-level tools to deploy and control CPS taking into account small 
number of IT specialists in the museum staff. 

In our previous work we suggested methods and high-level means to automate 
hardware human-machine interfaces development based on ontology engineering 
and IoT technologies [6], as well as used the IoT technologies and scientific visualiza-
tion to create interactive museum exhibits [7].  

The aim of the current work is to synthesize the results of previous studies and 
formulate on their basis the general concept of creating museum CPS. The proposed 
concept is applied in two practical cases by creating cyber-physical exhibits in the 
State Darwin Museum (Moscow, Russia) and Museum of Permian Antiquities (Perm, 
Russia). 

2. Cyber-Physical Museum Exhibits Concept 
Normally the museum items may not be touched. However, museums are con-

stantly searching for the ways to dissolve the showcase glass and to allow the visitor 
to contact with the exhibits without jeopardizing the physical condition of cultural 
and / or natural heritage. The closer this contact will be, the more information the 
visitor will obtain.  

Classical technologies easily extend the visual contact with the exhibit by the audio 
channel, as well as present some digitized information in a form of so-called “live la-
bel” – a monitor (or even touchscreen) displaying related multimedia content near 



the exhibit showcase. However, these traditional means lack tangibility. In this sense, 
CPS technologies are the way to enrich the museum exhibition with haptics and 
thereby enlarge the spectrum of information received by the visitor. Moreover, 
graspable items support museum inclusion: tactile contact allows blind and visually 
impaired persons to learn much more about the exhibits than just hearing the tradi-
tional voiceovers. 

As stated in [8], “An ideal museum will be one where visitors can appreciate the 
charm of tactile culture with hands, fingertips and whole body, not simply learn 
through looking at exhibits”. 

There are many examples of successful usage of tangible interfaces within muse-
ums, which quality in pragmatic and hedonic aspects was proven in practice [9–15]. 
Wide range of technologies is utilized while building cyber-physical exhibits, from 
programmable microcontrollers with custom developed circuits (like in [14, 15]) to 
complicated prefabricated touch- and display surfaces (like in [11, 12]).  

The essence of the museum CPS is the concept behind it: the idea of the cyber-
physical exhibit. The modern technologies are just a toolset to embody this idea. But 
analyzing the ways the most notable ideas were implemented (like, for example, the 
results obtained by the authors of [9–15]) we can point out the lack of standards and 
the absence of common methodology for creating museum CPS. 

Trying to fill this methodological gap, we propose technological stack to potential-
ly automate or at least simplify the creation of cyber-physical museum exhibits. Re-
lated to the museum space, we suggest the following structure of CPS: 
1. Physical objects: museum items with IoT-based sensors, which can detect in-

teractions with the visitors, as well as actuators (motors, solenoids, etc.), which 
can provide tangible feedback. Hereafter this part is denoted as P1. 

2. Virtual objects: multimedia content that enriches the museum items by visuali-
zations, voiceovers, sounds, videos, etc. Software implementation should be based 
on the scientific visualization techniques to ensure the required level of scientific 
reliability of the information provided to the visitor. Hereafter this part is denoted 
as P2. 

3. Display: device that shows the virtual objects. It can be a stationary monitor or 
projector (if required, with sound playing system on board) installed in the muse-
um, or personal mobile device of the visitor (smartphone or tablet computer). 
Hereafter this part is denoted as P3. 

Practical implementation of such CPS kind faces the following problems, 
which solutions are proposed as part of the formulated concept. 
First of all, most of the museum items, due to their fragility, disrepair and / or 
uniqueness cannot be equipped with any electronic or electromechanical devices. Al-
so, it is often not possible to organize direct (for example, tactile) interaction of visi-
tors with these items. In this case we propose build CPS physical objects from high-
quality reconstructions of museum items. The creation of such reconstructions can 
be automated by additive manufacturing [16] using 3D scanners and 3D printers. 

Secondly, nowadays museums already have some multimedia content pre-
sented by different types of displays: “live labels” (monitors displaying supplemen-
tary materials about the exhibits), multimedia stands (for example, virtual exhibits 
with gesture-based interface powered by optical gesture detection systems like MS 
Kinect), interactive kiosks (displaying interactive materials or providing mini-games 
related to the exhibits) and so on. Content and equipment operate inside a certain 
digital infrastructure deployed in the museum. The corresponding museum workers 
responsible for the support of this infrastructure are used to the technologies in-
volved and are aware of the content they have. So, it is crucial to reuse these technol-



ogies and content by introducing the CPS to reduce financial costs and to lower the 
entry threshold for employees. In other words, introduction of CPS should enrich the 
existing digital infrastructure, not replace it. This in turn requires high-level adaptive 
tools to organize CPS, which enable integration of different TUI with existing content 
management systems and visualization means (including scientific visualization 
software). 

As a toolbox that meets the specified requirements, it is proposed to use the 
SciVi adaptive multiplatform scientific visualization system developed during the 
previous studies [6]. This system’s behavior is fully governed by ontology knowledge 
base that ensures its adaptivity and scalability [6]. The possibility of using SciVi as 
the basis for transforming existing digital museum infrastructures into full-fledged 
CPS is due to the following system functions available to users through a high-level 
graphical interface: 
1. Automated integration mechanisms (including bidirectional communication) 

with third-party data sources, including static file storages and dynamic data gen-
erators (software and hardware solvers) [17]. 

2. Extensible set of customizable preprocessing mechanisms for the visualized data 
[17]. 

3. Extensible set of customizable mechanisms, visual objects and graphical scenes 
for the data rendering [17]. 

4. Customizable mechanisms for communication with custom hardware human-
machine interfaces [6]. 

5. Automated generation of lightweight SciVi clones, which can run as firmware for 
electronic devices within IoT ecosystem [7]. 

6. Middleware operation mode, in which SciVi acts as a proxy to enable various 
combinations of communication of different hardware within IoT ecosystem, dif-
ferent solvers, generating the data and different visualizers, rendering these data 
[6]. 

The above-mentioned features allow SciVi to act as a software “glue” to inte-
grate IoT devices, data generators and data storages, as well as data visualizers into a 
solid ecosystem, in particular, into CPS. In is worth noting, that in case some of the 
CPS elements already exist inside the museum digital infrastructure, they can be tak-
en unchanged thanks to the adaptive mechanisms of SciVi. Only the missing ele-
ments should be created from scratch or bought as factory-made modules. This ena-
bles seamless integration of CPS into the museum exhibition. 
The proposed concept has been put into practice by creating various cyber-physical 
museum exhibits. The two most interesting cases so far are described below. 

3. “Bonobo” Cyber-Physical Exhibit 
Cyber-physical exhibit “Bonobo” is a part of Bonobo photo exhibition [18] in State 

Darwin Museum, Moscow, Russia. This exhibit is based on the 3D model of the mon-
key bonobo (Pan paniscus Schwarz, 1929) skull, created by 3D scanning the original 
skull in Royal Museum for Central Africa, Tervuren, Belgium [19]. The rendering of 
this model is shown in the Fig. 1. It is accessible on the Sketchfab cloud service [20] – 
one of the largest online platforms for publishing, sharing, discovering, buying and 
selling 3D graphics content.  
 



 
Fig. 1. Pan paniscus skull by Royal Museum for Central Africa on Sketchfab. 

 
Sketchfab is widely used in the State Darwin Museum as a service to display 

3D models of different exhibits. For the Bonobo photo exhibition, special visualiza-
tion is composed using Sketchfab capabilities: skull model is combined with semi-
transparent model of the alive individual. Most interesting anatomical features on 
the skull are pinned and annotated with textual information and corresponding 
voiceovers. The process of model preparation is shown in the Fig. 2. In terms of mu-
seum CPS, which structure was described in the Section 2, this content corresponds 
to P2 (virtual part) of the exhibit. 
 

 
Fig. 2. Set up of key pins with annotations and the general setting of the 3D model 

on Sketchfab. 
 



The P3 (display part) of CPS was already presented in State Darwin Museum: 
it is a kiosk with a monitor, WiFi access and WebGL-capable Web browser. This ki-
osk fits ideally to display models using standard Sketchfab player. 

So, the only missing part of CPS was P1 – physical object. It was created by 3D 
printing bonobo skull and using this 3D print as a shell for IoT device. As per the idea 
of this exhibit, rotation of the 3D printed skull should be tracked and synchronized 
with the rotation of the 3D model on the screen, while touching the anatomical key 
points of the skull should trigger corresponding annotations and voiceover play-
backs. So, 3D printed bonobo skull should play a role of tangible custom “joystick” 
for the Sketchfab visualizer, allowing visitors to explore real and virtual models sim-
ultaneously.  

To achieve this functionality, IoT device incorporates inertial measurement 
unit (IMU) GY-85 and push buttons connected to the ESP8266 WiFi-enabled micro-
controller powered by 1200 mAh accumulator. The photo of the device is shown in 
Fig. 3. 
 

 
Fig. 3. IoT device the “Bonobo” cyber-physical exhibit is based on. 

SciVi system was used to automate the creation of two software components: firm-
ware for the IoT device and middleware that transmits commands from the IoT de-

vice to Sketchfab service. The operating schema is shown in the Fig. 4. 
 



 
Fig. 4. Operating schema of the “Bonobo” cyber-physical exhibit. 

 
The firmware for ESP8266 (generated by SciVi in C++) has the following 

steps: 
1. Connect to the WiFi using SSID and password stored in the data memory (these 

settings are made in SciVi when tuning the firmware generation). 
2. Start main loop: 

a. Poll the push buttons connected via GPIO pins. 
b. Obtain acceleration and angular velocity measured by the IMU. 
c. Compose data from (2) into the orientation quaternion using Mahony filter 

[21]. 
d. Transmit quaternion and numbers of pushed buttons as JSON message via 

WebSocket connection over WiFi to the middleware. 
The middleware (generated by SciVi in JavaScript, HTML5 and CSS as a 

standalone Web page) accomplishes the following: 
1. By loading: 

a. Connect to Sketchfab via Internet utilizing Sketchfab Viewer API [22], load 
the viewer and display the 3D model of bonobo head (skull and semi-
transparent flesh). 

b. Connect to the IoT device via local WiFi utilizing standard WebSocket API 
of the browser. Currently, static IP address is used for the IoT device; mu-
seum router is responsible to assign it. However, client-side network dis-
covery features may be easily added in the future if required. 

2. By receiving the message via WebSocket from the IoT device: 
a. If one of the buttons is pushed, activate corresponding annotation of the 

3D model using Sketchfab Viewer API and play the corresponding voiceo-
ver using HTML5 audio API. 

b. If orientation is changed, apply it to the 3D model using Sketchfab Viewer 
API. 



Technical details about the Sketchfab API functions utilized are described in 
our Sketchfab blog post [23]. To make the generation of the middleware possible 
within SciVi, the needed subset of Sketchfab API was described in the middleware 
ontology [6]. 

The photo of the exhibit is shown in the Fig. 5. The exhibit in action can be 
viewed in the video, Fig. 6. 
 

 
Fig. 5. Photo of the “Bonobo” cyber-physical exhibit. 

 

 
Fig. 6. “Bonobo” cyber-physical exhibit in action. 

 
 



4. “Titanophone” Cyber-Physical Exhibit 
The main exhibition of the Museum of Permian Antiquities contains anatomic re-

cast of titanophone (Titanophoneus potens Efremov, 1938), large predatory synapsid 
of Dinocephalia order, lived in the Middle Permian. This order is characterized by 
significant intraspecific variation: the differences between young and adult individu-
als are sufficient to take them for different species, and even different genera. 
Efremov described titanophone in 1938 by two skeletons: No. 157/1, Paleontological 
Institute, Russian Academy of Sciences [24] (hereafter this skeleton is denoted as 
No. 157/1) and No. 157/3, Paleontological Institute, Russian Academy of Sciences 
(hereafter denoted as No. 157/3). Titanophone has such a wide age polymorphism 
that Orlov even attributed No. 157/3 to a separate genus Doliosauriscus adamanteus 
Orlov, 1958. However, Ivakhnenko proved that No. 157/3 is in fact an adult titano-
phone [25]. 

Museum of Permian Antiquities possesses the titanophone recast created under 
supervision of Ivakhnenko that shows middle-age animal. But this recast does not 
give an idea of age-related variability. To fill this gap, we decided to create cyber-
physical exhibit that will show the age differences in an interactive way using the 
shape morphing technique to visualize the growing process as a transition between 
the skulls of young and adult titanophones. 

The research of titanophone paleobiology was conducted [26]. During this re-
search, the skeletons belonging to Titanophoneus genus were measured. The skull 
measurements of No. 157/1 and No. 157/3 are presented in the Fig. 7. 
 

 
a       b 

Fig. 7. Skull sketches with measurements: No. 157/1 (a) and No. 157/3 (b). 
 

Based on the sketches and measurements done, the scientifically accurate 3D 
models of No. 157/1 and No. 157/3 were created using Blender 3D editor. The Fig. 8 
demonstrates the model creation process. It must be noted, that both No. 157/1 and 
No. 157/3 3D models are made with the same topology (the number of vertices and 
connections of these vertices are the same for both models), which enables trivial 
morphing based on the interpolation of vertex positions. This is why we created the 
models manually and didn’t use 3D scanning in this task. 
 



 
Fig. 8. Using Blender v2.8 tools for making correct-sized 3D model of titanophone 

skulls. 
 

The P1 (physical part) of the exhibit consists of the two created models of ti-
tanophone skulls printed by the modified Anet A8 3D printer. They are placed on the 
platforms at a distance of 40 cm from each other. The platform with No. 157/1 print 
is equipped with the IoT device, that constantly measures distance to the nearest ob-
stacle. This distance is then interpreted as “age” of titanophone, that should be dis-
played to the visitor in a form of 3D model (P2, virtual part of the exhibit), rendered 
as a morphing from No. 157/1 to No. 157/3. The visitor can place a hand between the 
skulls altering the distance measured and exploring in such a way the ontogenetic 
changes of the animal. As the skulls presented are in fact reproducible prints, they 
can be touched. So, the visitor can not only discover the ontogenesis of titanophone, 
but also haptically examine the skulls this animal was described by. 

The IoT device consists of distance measurement sensor and ESP8266 micro-
controller powered by 1200 mAh accumulator or optionally by 5 V power line. We 
tested two range sensors: time-of-light VL53L0X and ultrasonic HC-SR04. While ul-
trasonic sensor is 4 times cheaper, both work pretty well. However, the time-of-light 
sensor ensures better accuracy and is more stable in measurements. Also, it possess-
es narrower radiation pattern that reduces false measurements when the visitor is 
close to the exhibit: ultrasonic sensor sometimes detects other parts of visitors’ body, 
not just hand between the skulls, which leads to incorrect results and lower quality of 
experience. Time-of-light sensor has no such problem and therefore performs better. 
The photo of the device is shown in Fig. 9. 
 



 
Fig. 9. The physical part of “Titanophone” cyber-physical exhibit: 3D-printed skull of 
young titanophone individual on the platform’s roof (left) and electronic components 

inside the platform (right). 
 

The P3 (display part) of the exhibit is normally a lightweight computer with a 
monitor installed in the museum (for example, Raspberry Pi can be used). But under 
certain circumstances, it may be even the visitor’s personal mobile device. 
The operating schema of the entire cyber-physical exhibit is shown in the Fig. 10. 
 

 
Fig. 10. Operating schema of the “Titanophone” cyber-physical exhibit. 

 
SciVi system was used to generate both the firmware for the ESP8266 micro-

controller and the visualization client. The firmware was generated in C++ and con-
tains the following main steps: 
1. Start up the WiFi access point (SSID and password are set up in SciVi when tun-

ing the firmware generation). 
2. Start main loop: 

a. Poll the range sensor (either VL53L0X connected to ESP8266 via I2C, or 
HC-SR04 connected to digital input pins). 

b. Transmit the distance as JSON message via WebSocket connection over 
WiFi to the visualization client. 

The visualization client was generated in JavaScript, HTML5 and CSS as a 
standalone Web page. The rendering is based on Three.js engine [27]. The following 
main actions are performed on the client: 
1. By loading: 

a. Load the models of No. 157/1 and No. 157/3 skulls (stored as static re-
sources in Stanford triangle format [28]). 



b. Initialize morph targets [29] from the loaded models. As mentioned above, 
the topologies of both models are equal, so the simple shape morphing is 
possible. This kind of morphing is supported out of the box by Three.js en-
gine. 

c. Connect to the IoT device via local WiFi utilizing standard WebSocket API 
of the browser. The IP address is static, because the IoT device is a hotspot. 

2. By receiving the message via WebSocket from the IoT device: 
a. If using HC-SR04 range sensor, perform moving average smoothing for 

the measurements to compensate jitter. If using VL53L0X range sensor, 
take the measurements as they are, because this sensor compensates jitter 
itself. 

b. Calculate the morphing parameter t. It is assumed, that the skulls are at 
40 cm distance from each other, so to get t the measured range is divided 
by 40 and clamped to [0; 1]. 

c. Render the morphed model based on loaded morph targets and calculated 
t parameter. 

All the needed software components, like the support of range sensor and 
morph targets were integrated into SciVi by extending related ontologies (the ontolo-
gy of electronic components and the ontology of visual objects). The demo of the cre-
ated exhibit is accessible online [30] and shown in the Fig. 11. In this demo, the phys-
ical part is replaced by the slider on the bottom of the page. Moving this slider, the 
user can choose the intermediate ontogenetic stages of titanophone. 
 

 
Fig. 11. “Titanophone” cyber-physical exhibit online demo. 

 



5. Conclusion 
As a result of the reported research, the concept of deploying CPS in the museum 

space was proposed. The key idea of this concept is the use of the adaptive multi-
platform scientific visualization and visual analytics system SciVi. The adaptive 
mechanisms of this system allow using it as an efficient middleware for enriching the 
museum’s digital infrastructure with the new multimedia content management tools. 
Thus, seamless integration of new interactive features into the existing museum ex-
hibition is achieved, for example, the creation of tangible interfaces to existing muse-
um objects based on IoT technologies. The scientific visualization methods of SciVi 
ensure scientifically correct rendering of the data contributing to the reliability of 
presenting the multimedia content related to the exhibit. 

The viability and efficiency of the proposed concept has been tested in practice by 
creating two cyber-physical museum exhibits: bonobo monkey skull in the State 
Darwin Museum and titanophone skulls in the Museum of Permian Antiquities. The 
use of TUI in these exhibits allowed to expand the range of information they provide 
by supporting haptic interaction. This increases the attractiveness of corresponding 
museum objects and contributes to the museum inclusion, making these objects ac-
cessible by visually impaired visitors. 

In the future we plan to study the issues of protecting wireless cyber-physical ex-
hibits from theft, as well as further enrichment of the digital infrastructure of muse-
ums with tangible user interfaces. 
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